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ABSTRACT 

Digital image processing consists of the manipulation of images using digital computers. Its use has been 

increasing exponentially in the last decades. Everyone is concerned and demands a system as faster, more 

accurate, cheaper and more extensive computation. An image is defined as an array, or a matrix, of square pixels 

arranged in rows and columns. Image processing is a procedure of converting an image into digital form and 

carry out some operation on it, in order to get an improved image and to retrieve some important information 

from the image. It involves various steps like  image analysis, image segmentation, edge extraction,  image 

compression etc. In this paper, three essential edge detection methods , programmed to determine the best   way  

in terms of accuracy and time, based on the alleged  masks, i.e., arrays applied to the image sequentially is 

according to each mask , come up with a new image containing only the edges of the original image. These three 

methods are Sowell Method, Laplace Method and Robert Method. The outcome  of applying these methods were 

, the best results obtained from the Laplace method because it highlights the shapes contours more clearly. 

Robert's approach is comparatively  better than Sobel's  edge detection methods. 
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INTRODUCTION 

Digital image processing consists of the manipulation of images using digital computers. The discipline of digital 

image processing is a vast one, encompassing digital signal processing techniques as well as techniques that are 

specific to images[1]. To be processed digitally, it has to be sampled and transformed into a matrix of numbers. 

Digital image processing consists of the manipulation of those finite precision numbers. Usually, the image will 

be in the form of a matrix whose contents are two-dimensions; the contents will be either binary numbers If the 

picture is black and white or has grey gradients; else, if the picture is coloured, it will have different numbers [2]. 

The processing of digital images can be divided into several classes like image processing to reduce noise, contrast 

enhancement and image sharpening, Segmentation (partitioning an image into regions or objects) , Description of 

those objects to reduce them to a form suitable for computer processing , Classifications (recognition) of objects 

and Image analysis and computer vision, image restoration, image analysis, and image compression. Edge 

detection, slimming operations, description of the contents of the image, and understanding the shapes of the 

image[3].In digital image processing, edge detection plays an important role in image analysis and computer 

vision areas.The objectives of edge detection are to detect the shape information of the object and the reflectance  

in the image[4].The work aims to program important methods for edge detecting and to experiment on several 

images to obtain results through which we can know the characteristics and efficiency of these methods. 

Image Processing 

Visual information is the most important type of information perceived, processed and interpreted by the human 

brain. Digital image processing focuses on two major tasks: 

 – Improvement of pictorial information for human interpretation. 

 – Processing of image data for storage, transmission and representation for autonomous machine perception[1]. 

mailto:eajlan@uowasit.edu.iq
mailto:adleah@uowasit.edu.iq
https://www.sciencedirect.com/topics/computer-science/image-segmentation
https://www.sciencedirect.com/topics/engineering/edge-extraction
https://www.sciencedirect.com/topics/computer-science/image-compression
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Digital image processing, as a computer-based technology  carries out automatic processing , manipulation and 

interpretation of such visual information  and it plays an increasingly important role in many aspects of our daily 

life  as well as in a wide variety of disciplines and fields in science and technology as like in[2]: 

• Computerized photography (e.g., Photoshop) 

• Space image processing (e.g., Hubble space telescope images, interplanetary probe images) 

• Medical/Biological image processing (e.g., interpretation of X-ray images, blood/cellular microscope images) 

• Automatic character recognition (zip code, license plate recognition) 

• Finger print/face/iris recognition 

• Remote sensing: aerial and satellite image interpretations 

• Industrial applications 

The purpose of digital image processing  is to improve or extract quantitative  information that is not readily 

apparent to the eye, and to calibrate an image in photometric or geometric terms[5].  

The Process of analysis using digital image processing can be divided into 4 basic  phases.  

Image Restoration 

Restoration is a process that attempts to reconstruct or recover an image that has been degraded by using a prior 

knowledge of the degradation phenomenon. The purpose of image restoration is to "compensate for" or "undo" 

defects which degrade an image in many forms such as motion blur, noise and camera misfocus[2]. 

Image Enhancement 

Image enhancement refers to the process of highlighting certain information of an image, as well as weakening or 

removing any unnecessary information according to specific needs. For example, eliminating noise, revealing 

blurred details, and adjusting levels to highlight features of an image. Digital image enhancement and analysis 

have played, and will continue to play, an important role in scientific, industrial, and military applications[6]. 

Often the enhancement of certain features in images is accompanied by undesirable effects. Valuable image 

information may be lost, or the enhanced image may be a poor representation of the original. Furthermore, 

enhancement algorithms cannot be expected to provide information that is not present in the original image. If the 

image does not contain the feature to be enhanced, noise or other unwanted image components may be 

inadvertently enhanced without any benefit to the user[7]. 

Image Compression 

Image compression is the process of encoding or converting an image file in such a way that it consumes less 

space than the original file[8]. It is a type of compression technique that reduces the size of an image file without 

affecting or degrading its quality to a greater extent[9]. 

Image segmentation 

It  is the process of partitioning a digital image into multiple segments .The goal of segmentation is to simplify 

and/or change the representation of an image into something that is more meaningful and easier to analyze.Image 

segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in images[10]. More precisely, 

image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same 

label share certain characteristics such as color, intensity, or texture[11].  

Basic Concept of Digital Image 

Vision is the most advanced of our senses, so it is not surprising that images play the single most important role 

in human perception. Digital image processing encompasses a wide and varied field of application. These images 

are called optical images, which represent their information in the form of analog electrical signals[12]. While 

images handled by computer must be converted to a digital format, digitization is done in both space and expansion 

events. This process is called digitization of space by sampling and digitizing the quantification in colored images. 

The method of quanization in colored images is done by choosing a combination of colors representingthe color’s 

chain of the image[13]. 

https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Boundary_tracing
https://en.wikipedia.org/wiki/Color
https://en.wikipedia.org/wiki/Luminous_intensity
https://en.wikipedia.org/wiki/Image_texture
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The images resulting from the digitization process are called Digital Image, a 2D light intensity function (x,y)f 

and represents a matrix of points in the form of columns and lines, and each of these points is called Picture 

Element and its abbreviation Pixel and is the smallest part of the image can be located within the image using the 

coordinate system (x,y) as shown in the equation (1-2) and each point has a numerical value representing gray 

level at that point and its value ranges from zero color black to A great value that depends on the ability to store 

the computer and represent the white color[2]. 

 

 

 

 

 

Computer Image System 

Digital image processing systems consists of two basic modules: hardware and software[14]. 

The steel entity components can be represented by a catalyzing chart, as shown in figure (1), which contains three 

basic elements (Image acquisition, Image processing, Image showing). 

 

Figure 1. Basic components of the image processing system 

Image Acquisition 

The conversion of a scene image into a digital representation that computers can understand and processed, 

involves  process that is produced using unique sensitive systems designed to see the viewer and then represent it 

digitally and convert television signals or photographs into digital representation sized into three types[15]. 

• Cameras 

• Scanner 

• Satellite 

Image Processing 

It is a method that develops to convert the image into digital form and perform some operations to obtain specific 

models or to extract useful information from it using complex processing steps that includes a number of 

multispectral image components and multi Sectral Image ClassiFication[12]. 

Image Display 

In any image processing, there is an output device that shows the success or failure of the processing system, and 

this phase includes the generation of output that can be observed by humans where digital image data is converted 

into a visual analog such as video signals or a film product, where recording devices are divided into[1]:  

• Monitors. 

• Recorders 

• Printers 

f (0,0)     f (0,1)……..f (0,N-1) 

f (x,y)  =  f (1,0)     f (1,1)……..f (1,N-1)        ………….(1-2) 

f (N-1,0)  f (N-1,1)……… f (N-1, N-1) 
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As far as software is concerned, its primary function is to represent the image and perform the necessary 

processing of its data, as well as to control image collection and process its storage using different high-level 

software languages[16].  

Image Data Types 

There are many types of images that represent each element of the image, where they can be divided into: 

• Monochrome image  

 It is the simplest type of image and takes only 0 or 1 as it is represented by 1Bit/Pixel, which is commonly used 

in computer vision systems applications [9]. 

• Gray Level Image  

These images only have gloss levels, and the value of each element in the image gives the color gradient to that 

point, that the ideal number to represent each 8-Bit element with a gloss level of 0-255[17]. 

• Color Images 

These images are represented by a model consisting of three monochrome data packets, and that each of these 

data is due to a basic color (red, green, blue), and using 8-bit for each color pack, the color image is 24-Bit per 

item as shown in figure (2)[18 a]. 

 

Figure 2. Basic color beams 

The number of colors of a real-color image is as many as 16 million different colors since each basic color has a 

color gradient of 2 and a total of 3 (28) or 16,777.21; this amount of colors is limited by the possibility of the solid 

entity of the computer, but in general 256 different colors can be seen at the same time[9]. In many applications, 

RGB basic color information is converted to other sports space, which separates gloss information from color 

information for easier handling[15]. 

• Multi-Spectral Image 

These images contain information beyond the limits of human perceptual perception where they contain data for 

infrared, ultraviolet, X-ray, or radar and are not the images of familiar scenes because the information they 

represent is not directly visible by the human eye. These images are satellites,different types of spacecraft-borne 

radars, infrared imaging systems, and medical diagnostic imaging systems[9]. 

RGB Basic Color Space 

Color is a powerful descriptor that often simplifies object identification and extraction from an image. The most 

commonly used color space in computer vision technology is the RGB color space because it deals directly with 

the red, green, and blue channels that are closely associated with the human visual system.A color image with 

little light can be considered much better than a well-lit color image.The color images are usually given in the 

RGB system as they contain data equal to three times the data of non-colored images, i.e. color images as three 

noncolored images [R)x ,y), G(x,y), B(x,y)].Contains the same information but in different color tones[1]. The 

color’s chain of this system is represented by a cube as shown in figure (3), and each color gives you a point either 

on the surface or inside the cube; the diameter of the cube gives grays colors ,it ranges from black R=G=B=0 to 

white R=G=B=Max[19]. 
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Figure 3. Color representation in RGB color space 

The disadvantages of this system can be summarized as follows[11]: 

1- The high correlation between its compounds  make this space unsuitable for many image processing methods, 

the most important of which is compression. 

2-. Its basic components cannot be understood by intuition or intuitiveness. 

3- Heterogeneous, i.e., the impossibility of determining the difference between colors based on the differences in 

distance between them. 

For these reasons, some international organizations have proposed a number of color coordinates to process color 

images. 

Edge Detection Operator 

Most of the shape information of an image is enclosed in edges. Edge highlights most of the characteristics of the 

objects in the image[17]. So first we detect these edges in an image and by using  filters and then by enhancing 

those areas of image which contains edges, sharpness of the image will increase and image will become 

clearer.The process of identifying the edge is one of the techniques that we need to the process of cutting images 

[6]. The method of uncovering the edge of processes that are not affected by the location, size, and shape of the 

objects in the images, i.e., their results' efficiency is not affected.Some factors influence the process of uncovering 

the quilt, such as the boundaries of shapes and the mental vision of the form, i.e. the visualization of the shape in 

the human mind. The edge detection process's main objective is to detect the color changes in the image (i.e., to 

detect locations where different colors change, patterns of all kinds and backgrounds in their forms. This change 

refers to a color area, and the beginning of another area called an edge[20 ]. The edge detection process is based 

on the idea of edge information, which in turn depends on the relationships between each point and its vicinity, 

so if its proximity is similar to it, it does not form an edge. Otherwise, it forms an edge or part of the edge[9]. 

Traditional ways to detect the edge 

Edge detections are classified into two directed and unguided types, and the difference between them is that the 

unoriented does not focus on the direction within the image. Simultaneously, the vector is very useful for edge 

detection cases and their characteristics with direction or directional parameters[21 ]. On the other hand, edge 

detections are classified into two categories (slope and laplus) of laplusedge detection methods looking for a zero-

point intersection in the second derivative of the image[22 ]. 

 

 

 

 



A Comparative Study of Edge Detection Techniques in Digital Images 
 

114 

 

 

Figure 4. Represents the edge and with it the first and second derivative. 

In the current research, we will apply different types of edge detections and various types of images as follows: 

Operation Sobel (Sobel) 

The two-dimensional Sobel process is applied to the image and focuses on the high-frequency area to detect the 

edges, and uses somewhat is absolute inclination (regression) at each point in the image and contains Sobel on a 

mask measuring 3*3, and as shown in figure (5), one represents the type (2-1), one represents the type of rotation 

with a score of 90 and each of them is called a kernel and these nucleus are designed for different horizontal, 

vertical and combined border suporals[23]. Sobel is slow as compared to Roberts, but it is comparatively  better 

in terms of illustration and detection, less noise sensitivity, and generally higher than output relative to The Roberts 

process[13]. 

 

 

 

 

 

Figure 5. Represents a Sobel mask 

Operation Roberts 

The Roberts Cross operator performs a simple, quick to compute, 2-D spatial gradient measurement on an image. 

It thus highlights regions of high spatial frequency which often correspond to edges[ 24]. In its most common 

usage, the input to the operator is a grayscale image, as is the output. Pixel values at each point in the output 

represent the estimated absolute magnitude of the spatial gradient of the input image at that point[25].  The mask 

contains two nuclei, each measuring the first 2*2 simplified and the second rounded at a 90 degree angle as shown 

in figure (6). These intentions were formed or designed to respond to high degrees of rims with rotational degrees 

of 45 or 135 and even vertical ones, and applied separately to different images to extractregression in each 

direction and wimsi (Gy, Gx). By combining their actions at each point, we extract thetotal value[26]. The main 

reason for using the Roberts Cross operator is that it is very quick to compute. Only four input pixels need to be 

examined to determine the value of each output pixel, and only subtractions and additions are used in the 

calculation. In addition there are no parameters to set. Its main disadvantages are that since it uses such a small 

kernel, it is very sensitive to noise. It also produces very weak responses to genuine edges unless they are very 

sharp[27 ]. 

 

 

1 0 -1 

2 0 -2 

1 0 -1 

 

-1 -2 -1 

0 0 0 

1 2 1 

 



A Comparative Study of Edge Detection Techniques in Digital Images 
 

115 

 

 

 

 

 

Figure 6. Represents Robert Robert's mask 

Operation Laplace 

For a start, the LaPlace mathematical process must be clarified[28]: 

𝐹(𝑥, 𝑦) =
𝛿2𝑓(𝑥, 𝑦)

𝛿 𝑥2
+ 

𝛿2𝑓(𝑥, 𝑦)

𝛿 𝑦2
 − −−→ (1,2)2  

We note the Laplace given in equation (1,2). It is a continuous derivative of the second degree, the 100 types 3*3 

Laplace mask used in processing digital images with transactions described in the form (1,-8). The LaPlace mask 

is not an oriented mask, so we do not control the direction and determine its characteristics. Therefore it has equal 

detail in all directions. It is essential to note that the slope or slope given to change the value of the point, and 

because of the mask laplace fixed rotation is an advantage in its favor because all directions are equal at the same 

time[ 29]. Thus we conclude that the disadvantages of the LaPlace mask are concentrated in the fact that it cannot 

determine the direction and is influenced by the presence of noise in the image to be revealed its edges[ 30]. 

0 1 0 

1 -4 1 

0 1 0 

Figure 7. Represents the laplacianlaplas mask 

COLLECTION OF DATA (IMAGES) 

The tree (nature) and space images were collected from the internet (Google images). The third image is a personal 

photo, (figure 8 A, B, and C, respectively). 

 

 

Figure 8. Images of the study. A. Tree, B. Space, and C. Personal. 
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METHOD OF EDGE DETECTION 

This process is classified as directed and unguided types. Figure (3) represents the edge with its first and second 

derivative of it. We have used the subtlest of defining things and not separating things, and the goal of this process 

is to detect the colour changes in the image. This is about the application of programming methods using the 

Visual Basic 2019 program. 

RESULT  

Three different processes have been applied from edge detections to image elements as follows: 

OPERATION SOBEL 

Sobel process applied to the basic components and all elements of the image. The process was applied to all image 

(figure 9 A, B, and C). 

    

 

Figure 9. Images of the study processed by Operation Sobel. A. Tree, B. Space, and C. Personal. 

OPERATION ROBERT  

This process has been applied and the decline has been extracted in each direction; the values are integrated at 

each point and extraction of the total value. The advantages of this process are faster than other processes. The 

disadvantages are that it is sensitive to the noise in the image and the edges of the image must be sharp to be clear. 

Figure (10 A, B, and C) shows the results of this process on the profile picture, the results of the space and tree 

images are almost identical to Sobel and because its work depends on the same principle.   

     

 

Figure 10. Images of the study processed by Operation Robert. A. Tree, B. Space, and C. Personal. 
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OPERATION LA PLACE 

From the results (figure 11 A, B, and C), it could be seen that this process is weak to detect objects' edges because 

they depend on the second derivative. Some other techniques such as inclination or regression should be observed 

the value of the point, and usually, this method is used to see the point of what is located on the dark side or the 

light side. 

 

 

Figure 11. Images of the study processed by Operation La Place. A. Tree, B. Space, and C. Personal. 

Edge detection is always one of the most classical studying projects of computer vision and image processing 

field. The fist step of image analysis and understanding is edge detection. The goal of edge detection is to recover 

information about shapes and reflectance or transmittance in an image. It is one of the fundamental steps in image 

processing, image analysis and computer vision, as well as in human vision. Edges detection applications vary 

between geographical images, topography , military , medical applications Etc. In this research, the three most 

important methods of detection of rims were programmed (Sobel method, Laplace method, Robert method), and 

we used colour images and grey images alongwith experiments were conducted to evaluate and the conclusion is 

described below. 

CONCLUSIONS AND RECOMMENTATION  

Since edge detection is the initial step in object boundary extraction and object recognition, it is important to know 

the differences between different edge detection operators. In this paper an attempt is made to review the edge 

detection techniques which are based on discontinuity intensity levels. The relative performance of various edge 

detection techniques is carried out with different images. We found that La Place gives better result as compared 

to Sobel and Robert's methods , as it highlights the contours of the shape more clearly and in addition to the fact 

that this method is faster than the other two. Robert's way is  comparatively better than Sobel's method with aspect 

of performance and time. Quantisation was performed, and the edge detection process of the three approaches 

mentioned above was performed. We found a remarkable improvement in the output of these images compared 

to the original images. The time of execution of any operation is directly proportional to the size of the image to 

be processed. In grey images, the performance of all roads compared to colour images. I recommend applying the 

Laplace method to discover the edge of colored images because of its high clarity and accuracy 
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